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VERIFICATION OF THE TEXT AFTER GENERATION BY MEANS OF
LARGE LANGUAGE MODELS FOR FILTRATION OF THE INCORRECT
ANSWERS

Nowadays the problem of matching large language models becomes relevant. Models are able to perform
various tasks, using zero-shot approach. But as they became more intelligent, they find alternative routes for
the solution of the tasks not as the researches expect. This is especially dangerous in the production
environment because it is difficult to control the output of the model which was taught to be universal. In the
given paper it is suggested to use one and the same model several times in different form in order to improve
the quality of the generated text.

Method of accuracy increase of the models of the text content generation was further developed. In this
case the user has not to provide tens of examples of the desired and non-desired behavior of the model
because the model itself can do this automatically. That is, unlike the conventional methods of model
accuracy enhancement, which require the training set of the models, the proposed approach includes the
identification stage. As a result of identification we obtain the set of examples, on which the model learns
and enhances its accuracy.

Two specific methods were proposed in the given research. The first method simply uses the model of the
discriminator for the verification of the results of the generator model and repeats the request to create the
text, if the results do not correspond the criteria of the user. By means of this method all the incorrect
generations were removed but due to denotating the third of the correct generations as incorrect. The second
approach is more complicated, besides the discriminator it uses the model of the simulator. The process
required that the simulator model generated the samples of the data, entered by the user, after that the
generator would generate the text of the answer for each sample and the discriminator would verify the
generated results and add them to training data. This will increase the accuracy from 56 % to 66 % in the
problem of logic conclusion.

Key words: gpt-4, coordination problem, text generation, processing of natural language, problem of
logic conclusion.

Introduction

With the increase of the size of the models for natural language processing there appears the
problem of their aligning. The problem of aligning is one of the subproblems of artificial
intelligence security [1, 2]. Methods of multistage texts generation, using large language models for
the aligning of the generated text with the user's request are suggested in the given paper.

For the improvement of the accuracy of large language models various strategies are used. The
developer of GPT-4, company Open Al, states that the division of complex problems into simple is
one of the strategies of prompt engineering for the improvement of the results. For instance, one
model classifies the user's request and another suggests the solution of user’s problem. Other
strategy is to give time to think. For example, the model took from the book all the abstracts,
regarding certain subject, after that it can be asked to verify if any abstract is forgotten.

Nowadays active studies, connected with multistage text generation are carried out [3]. The
example can be the work Large Language Modelsare Zero-Shot Reasoners, where it is suggested to
request model to describe steps, needed for problem solution [4]. After it generates the steps, they
together with the original task are transferred to the input of this model to get the final answer. In
the work Bootstrapping Reasoning With Reasoning it is suggested to generate step-by-step solution
of the problem and then add it to the training data set [5]. Only those step-by-step solutions which
lead to the correct answer will be added, the correctness can be verified because we work with the
labeled data. After supplementing of the training set with new data we verify one more time the
examples for which step-by-step solution was generated incorrectly.

One more example can be the research Self-Consistency Improves Chain of Thought
Reasoningin Language Models where the model generates many answers on one question and the
answer which is common is considered to be final [6].
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In the work Training Verifiers to Solve Math Word Problems model verifier which will verify
the generator is trained [7]. Similar approach was used in this work but the suggested approach does
not need labeled data.

Objective of the paper and problem set-up

In the given study multistage approach, including model discriminator for the verification of the
generation results is used. That is, after main model generates the text, it is transferred to the input
of another model which differs from the main by the prompt. This model discriminator determines
if the result corresponds to the original request of the user.

Two ways of the discriminator usage to study if the retransmission to the input of large language
model of the generated examples can improve the generation quality are considered. The first
method is used for eliminating of incorrectly generated text and the second method is used for
labeling the results of the generation to increase the training data of the basic model. In the second
method the examples where the model made a mistake are transferred but it is indicated that these
are the examples of negative behavior, they prevent model from making similar mistakes. The
process is completely automated as the labeling is performed by the discriminator.

Program realization

User requests the model to generate the next which will correspond to certain rules and provide
several examples. Model uses data, introduced by the user, for the response generation but prior its
presentation the model verifies if the generated text corresponds to the rules, set by the user. If not,
it is added as the example of the negative behavior for the additional training of the model. To
verify this approach, the simple task was chosen to generate the implication from the sentence.
Architecture of the system is presented in the Table 1.

Table 1
Components of the system

Name of the system architecture

Designation
component

Obtaining the results of the basic
model GPT-4.
Classification of the results of basic
get_classification_model_response model into true and false (false results
are used for model improvement).
Obtaining of the results of the
improved model.

get_baseline_model_response

get_trained_model_response

Algorithm of model functioning comprises such basic steps:
e Text generation on the basic model.
e Identification of the correspondence to user's criteria.
e Training of the final model which takes into consideration negative examples of the
behavior from the previous step.
e Text generation on the base of final model.

After carrying out of the initial experiment the decision was made to change the approach. In the
previous approach the set of utterances was divided into two groups but it was decided to allocate
the separate set of data for testing all the models as in this case we simulate the behavior of the
model in real operation conditions. Now the model will independently generate the examples of
user’s requests. As in the previous approach we gave additional set of model data as compared with
the basic, then the quality could be improved due to greater amount of data [8].
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Fig. 1. Usage of the simulator and the discriminator for increasing the training data

Two methods, aimed at improvement of text generative models are proposed. The first approach
is when after generation model-discriminator rejects the text if it does not correspond to the original
request of the user. Text is generated several times until the discriminator confirms that the text is
correct. The second approach is that model simulator generates certain number of potential requests
of the user. Then, the response is generated for each request. Each response is verified by the model
discriminator and with the corresponding label transfers it into the training data set. Model with this
expanded training data set generates the text by original user's request.
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To use the suggested approach it is necessary to formulate the problem, describe the
requirements to the input and output text, provide several examples of the correct and incorrect
behavior of the system. The first method gives considerable improvement of the results and can be
used for any problem, connected with text generation. The second method has narrower application.
Especially where there are no resources to prepare more than several examples for the model and if
it is easier to formulate the task, showing incorrect examples.
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Fig. 2. Method, using the discriminator for the verification of generation

Method of text generation using the verifier for the assessment of the results when the basic
model generates the text is suggested. This method enabled to improve the accuracy of generation
on the example of logic conclusion problem [9].

General description of the method:

1. User makes a request x.
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Model G generates N examples. By default N = 40.

Model I classifies each of N examples on the correspondence to user's request x.
Examples z, which do not correspond to the user’s request x, are stored.

Copy of the model G is created , the examples z are transferred to it . Copy G with the
examples of negative behavior z creates model T, which takes into consideration these
examples for generation unlike the original model G.

6. Model T is used to answer the original request of the user x.

ok wmn

Analysis of the results

When the approach, using the additional training of the model on new examples is applied the
accuracy increased from 56 % to 66 %. Accuracy matrix was calculated as the ratio of the correct
generations to all generations on 100 examples. There are two reasons, limiting the accuracy
increase. They are: multiplication of the error and insufficient growth of the number of examples.
But more examples, greater is the impact of the errors in training data and greater cost, that requires
fine tuning, which is limited in GPT-4. It should be noted that the suggested approaches were tested
on the problem of logical conclusion (NLI). The example is the request “Object has all the angles
equal 90%, basic model responded “Object is the square”, and the suggested model replied “Object
is a rectangular”.

Approach, using the model-discriminator for the verification of the generated text is simpler, it
was also tested on 100 examples with the same matrix. The result of testing is 60 correct
classifications “yes”, 27 correct classifications “No”, 0 incorrect classifications “yes”, and 13
incorrect classification “No”. That is, the model-discriminator correctly rejects approximately 40 %
of the responses, generated by the system, because it classifies it as those which do not correspond
to the user’s criterion. About two thirds of the responses the model rejected were rejected correctly.
The model-discriminator did not pass any incorrect generation but one third of those which were
labeled as incorrect, were correct generations. The example of the pair of sentences, rejected by the
model-discriminator is the request “Object studies physics” and the response of the basic model
“Object is a student”, because not only students study physics.

The example of non-processed results of the basic model is shown below. Each row — is separate
pair of statements and label which shows if there is a connection between them. Horizontal line «|»
is a divider. The first statement in each row is determined by the user, the second is the statement,
which, in model opinion, follows from the first. After that, the request is made to the model-
discriminator to determine if the connection between the pair of sentences is logic, that is why, the
label is also generated by the model. Pairs of statements then are added to training data set of the
final model.

06'ekT Mae kpuna. | 06'ekT Moxe nitatu. | Hi

06'ekT Mae 3paTHicTb mucnutu abo obpobnatm iHgopmauiw. | 06'ekt € ictoTow abo komn'wTepoMm. | Tak
06'ekT MicTuTbh aHrninceki cnosa. | 06'ekT Moxe 6yTW BMKOPUCTAHWA ONA BUBYEHHA aHrniWcekoi moBu. | Tak
06'ekT Moxe ByTU BUKOPUCTaAHWM [NA BUBYEHHS aHrnincbkoi mMoBu. | 06'ekT MicTuTh aHrniiceki cnosa abo ¢pasu. | Tak
06'ekT € TBapuHow. | 06'ekT € XuBMM icToTOw. | Tak

06'ekT Moxe nnaBatu y Boaoi. | 06'ekT He BTONMTLCA y Bomi. | Tak

06'eKT 30aTeH roBOPUTM MIOACLKOW MoBOW. | 06'eKT € po3yMHuMm icToTow. | Tak

06'ekT € papuTeTHUM aBToMo6ineM. | 06'€KT Ma€ BMCOKY KonekuiiHy BapTicTb. | Tak

06'eKT eKcnoHyeTbca y My3sei. | 06'ekT € npegMeToM MucTeytsa abo ictopii. | Tak

06'ekT NokpuTUN wepcTio., | 06'eKT MOoxe gonoMorTu 3irpiTucs B X0NogHY norogy. | Hi

06'ekT cknapaeTbcs 3 MeTtany. | 00'ekT npoBoAMTb enekTpWKy. | Tak

06'ekT Ma€e wicTb cTopiH. | 06'ekT € kybom. | Tak

06'€eKT 3HAE npaswna AOPOXHbLOro pyxy. | 06'ekT Mae BopgiMcbkui gosein. | Hi

06'ekT MicTuTh anrninceki cnosa abo ¢pa3zu. | 06'ekT Moxe ByTU BUKOPUCTaAHWNA ONA BUBYEHHA aHrnincekol MoBu. | Tak
06'€ekT Mae BUCOKY KonekuiWHy BapTicTb. | 06'ekT Moxe OyTW npegMeToM aykuioHy. | Tak

06'ekT npoBoaMUTL enekTpuky. | 06'ekT Moke OyTu BU3HAYeHWA AK NPOBiAHMK. | Tak

06'ekT Moxe nokasyeaTu noropy. | 00'ekT € MeTeocTaHuiew. | Hi

06'ekT — Ue wopeHHWK. | B 06'ekTi MoxHa pobuTm 3anucu. | Tak

06'€eKT po3MiumeHwit y KiHoTeaTpi. | 06'€eKT Moxe ByTW NOB'A3aHWii 3 NpocyBaHHAM ¢inbmiB. | Tak

06'ekT ¥uBe B nycteni. | 06'ekT Moxe BMTpMMaTW BMCOK1 Temnepatypu. | Tak

06'ekT cknapnaeTbCcA 3 cHiry. | 06'ekT Moxe po3TaHyTW npu nipBuweHHi TemnepaTtypu. | Tak

06'€eKT He 3ropuTb NpPWU BUCOKUX Temnepatypax. | 06'€eKT € BOrHeTpUBKMM. | Tak

06'ekT Mae pocTtyn po Google Play Store. | 06'ekT € npucTtpoem Ha 6a3i Android. | Tak

06'ekT € KMTOM. | 06'eKT € MOPCbKMM CcCaBUeM. | Tak

Fig. 3. Example of the discriminator results
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Conclusions

The results show that the suggested approaches improve the quality of text generation. Simpler
approach with the verification of the generated text and repeated generation gives considerable
improvements of the generation quality. The second approach shows better results than the basic
model and will be especially useful in case when the user can not provide the model with the
sufficient amount of examples to describe the desired behavior of the model for text generation.
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