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MODEL OF SOFTWARE DEVELOPMENT PROCESSES AS A DYNAMIC
MANAGEMENT SYSTEM

The problem of planning software development processes is considered in terms of parameters set uncer-
tainty and in the conditions of a human factor influence. As a result, model of the system for the management
of software development production processes has been elaborated.
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Introduction

Software development has changed lately from the art of individual personalities to the production
process where millions of specialists from all over the world are engaged. But software development
production processes (SDPP) are distinguished by the necessity of planning mental and, to a certain
extent, creative activities. Besides, these processes are now fully performed by people and the proba-
bility of their automation is still rather low. Nevertheless, SDPP planning and prediction are required
for proper management of process resources and this problem is of great current importance.

SDPP planning and forecasting are standardized [1 — 3]. A number of SDPP systems were imple-
mented [4, 5]. However, modern SDPP planning systems do not take into account parameter uncertain-
ty and the character of separate components of the processes taking place during SDPP, in particular,
the influence of resources management during SDPP that turns SDPP into a closed dynamic system. As
a result, the task evolves to elaborate the model of a system of software development production
processes management as a dynamic system functioning in uncertainty conditions.

Problem solution

Assume that there exists a set of resourcesH ={H;,H,,.,H,} and a set of
tasksZ ={Z,,Z,,...Z,} . Resources can be combined into subsets H in accordance with the solutions.

In order to fulfill one task, only the resources that can realize a corresponding task can be used.

In the literature that has been analyzed [1 — 5] no references were found as to the tasks being differ-
ent in their properties. However, in SDPP ever more attention is paid to the fact that processes, taking
place in the course of performing tasks, differ from the planned ones due to a number of reasons. As a
rule, deviations from the planned course of tasks fulfillment are caused by the existence of risky events.
If such risky event occurs, it is necessary to perform the work on its elimination. As a result, to the
planned set of tasks a set of works on the elimination of the risky events consequences (EREC) is added
R =1{R;,R,,...,R¢}. It should be noted that in this case the number of resources, as a rule, is not in-

creased which leads to the necessity of re-planning the resources already at the stage of performing the
work. It should be also noted that EREC works differ from the tasks: the task should necessarily be
completed while EREC work is characterized by a certain probability that a corresponding risky event
may occur.

For simplification SDPP can be characterized by the following statements:

— The process consists of the planning phase and the phase of performing the work.

— The process has planned dates of beginning the works (DBW) Dpgy inishing the works (DFW)
Dorw.

— By the planning phase all the problems are considered to be solved because they are not in-
cluded into the planning process (availability of problems and the necessity of their solutions during the
process complicates the model considerably).

— The tasks are not interconnected.

— The amount of resources and the number of tasks are fixed values.
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— One task is performed by one executive. (If a task must be performed by several executives, at
the planning stage this task can be divided into subtasks, each of them being performed by one execu-
tive);

— EREC work is such that cannot stop production process for a long time.

In accordance with the adopted designations, SDPP management system will have the form shown
in fig. 1. This diagram is constructed taking into account the above-mentioned statements. In the dia-
gram it is shown that supervisor of the works (WS) distributes the resources between the subsets ac-
cording to the tasks. Then he estimates the time required for the completion of each task and the num-
ber of available man-hours required for the solution of each task. After that the resources are distributed
between the tasks and EREC works. Then optimization of the developed plan is carried out using auto-
mated systems of enterprise and process management. At this stage the planning phase is completed
and WS receives the process time-table. After that the process passes to the process fulfillment phase.
At the process fulfillment phase the hours spent on each task and EREC works are entered into the de-
veloped time-table. After each of such entries WS receives the updated time-table and evaluates the
corresponding process state. If the process is not completed or stopped, a repeated time-table optimiza-
tion is necessary. Some resources are redistributed between the tasks. After that hours spent on the ful-
fillment of each task and on EREC works are entered into the developed time-table again. The updated
time-table is being optimized until the process is completed due to a certain reason (process completion
does not necessarily mean the complete fulfillment of the tasks).

In fig. 1 the adaptive loop of the resources distribution system for software development is shown
by a dashed line. In fact this loop is the work fulfillment phase described above.

The distinguishing feature of software development processes is the fact that all development work
is performed by people. Arbitrary operation, where human labour is used, is characterized by the time
for its completion being approximately set by the works supervisor and, quite often, with a considerable
reserve. This leads to the inefficient use of human resources. Evidently, it would be more expedient to
determine the time interval required for the completion of the work. Such representation will enable the
program to specify the time that would be optimal in terms of modeling. This would make it possible
for the manager to review the duration of certain works in order to optimize the resources allocation.
Now this work is done by a manager himself on the basis of experience and knowledge of individual
executive. As the time for each task fulfillment is determined by the process supervisor, fuzzy logic
application to describe the time required for task fulfillment is considered to be expedient [6].

But representation using mathematical apparatus of fuzzy logic is not complete. Such estimates can,
in some cases, be refined using the experience of previous processes and that of the completed portion
of the work. This may be helpful in case of the tasks repeated in the course of the process. The majority
of software testing tasks belong to them. The distinguishing feature of the testing process planning is
the necessity of repeated fulfillment of identical tasks. In such case the same employee will spend dif-
ferent time on the fulfillment of these tasks. Therefore, it is expedient to use previous information for
subsequent planning. In this case we obtain the model where certain time parameters are set by the
manager and others are computed by the system stochastically (fig. 2). Here it is possible to estimate
both the approximate time required for the task fulfillment as well as the time necessary for a certain
employee to complete the corresponding task.

Fig. 1 shows that in the course process planning and fulfillment data are entered into the knowledge
base while already accumulated knowledge is used for planning.

The tasks can be performed in parallel, i. e. if there are no restrictions as to the task completion in a
definite sequence, several executives can perform a number of tasks simultaneously with one manager
performing one task at a time.

Fig. 1 shows the diagram of the system of software development process management.
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Fig.1. Diagram of the management system for software development production process
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Prediction of the process completion time is determined by the dynamics of the closed loop shown
in fig. 1 by a dotted line. Now we shall consider this part of the system in more detail. Detailed dia-

gram is presented in fig. 2.
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Fig.2. SDPP as a closed dynamic system

Let’s consider the models of each system link dynamics.
Model of the “Task fulfillment” link dynamics can be represented graphically by a phase portrait

depicted in fig. 3.
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Fig. 3. Phase portrait of the works fulfillment link

Task fulfillment speed can be defined as the function of a set of factors
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Vg, = (V7 Vz70,Skz, . Tz, [Ke, - Mte, . Rsg, . HVE, . SO, . HIg, , PSg, LCimy), (1)
where V7 is the completed volume of the task; Vzy — general volume of the task; Kg — qualification of
the executive; Sk 2~ complexity of the task, szi — type of the task, MtZi — motivation of the executive,
Rs, — responsibility of the executive, Cm, — cooperation in the team, HV, — working equipment,
SO, - self-organization of the executive, HI, — general state of the executive, PS, — learning ability.

Phase portraits constructed in Vz(Vz). The rest of the factors determine the form of the phase trajectory
that is characterized by three parameters: the length of the initial Vz; portion and corresponding time of
the executive’s preparation to the task, maximal work fulfillment speed vz, the length of final potion
V2, and corresponding work completion time that, in its turn, depends on the number of errors made

while performing the task.
Total work fulfillment time can be estimated on the basis of the reverse phase trajectory integration:
Vzo
dv
T, = _[ —Z. )
0 Vz

Each ERCE work is characterized by a certain probability PR, of its necessity to be performed.
Even if a risky event occurs, EREC work may also have the fulfillment priority Wg, € [0:1].

As a result, weighted estimates of the time spent on the fulfillment of the task and EREC works will
be obtained:

T _ ZVZi = WziTZi 5 (3)
T _ ZVRj = WRj pRjTRj . (4)

The second component of the dynamic model is the model of work fulfillment state control that is
characterized by periodicity 1, and error AVz. As the control is performed by an expert supervisor, there
will be fuzzy error estimation. Periodicity of the control depends on the priority of the work taking into
account the restrictions: maximum once in a day and at least once in a week.

The third element of the dynamic model is the prediction of work completion time T. The predic-
tion is based on the relationship (1) and formula (2). As (1) is a fuzzy relationship, integral (2) is also
fuzzy [8].

The fourth component of the model is the element of comparison of the predicted work completion
time with the planned time Ty = {Tomin, Tomax} and decision taking as to the necessity of resources redi-
stribution.

Predictions of the work completion time and making decisions on the necessity of the resources re-
distribution are formal procedures and the time spent on them could be ignored.

Resources redistribution is the problem of search and optimization with restrictions. It is performed
using the basic model (1), (2). Restrictions set on the resources redistribution are concerned with both
the resources themselves and redistribution time. These restrictions depend on the priority of the task —
the higher the priority is the less stringent restrictions will be. As SDPP resources are a discrete value,
resources redistribution is performed on the basis of multi-step strategy. Its example is shown in fig. 4.

Thus, general dynamic model is given by the set of equations

vz, = f(Vz.V70,Kz,. Tz, {KEJ_ Mte,,Rsg, ,HVe, SO, Hlg, ,PS, LCmy,);

m VZkend
dv,
=2 | H
k=1
Vzkstart 2k
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m<(T; —t)/zy; )
+1, T, > TOmax;
u=10, TOmin < TZ < TOmax;
_1' TZ < TOmin;

(m’blzkstart ’Vzkend J’{Ek }) min|TZ —To

where m is the number of steps in the resources allocation strategy.

An equation set (5) is fuzzy and stiff. Some of its parameters are set statistically. For its solution
with the aim of the work completion time prediction, the application of special methods and algorithms
is required [8 — 11].

b
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Vz

Fig. 4. Example of the multi-step strategy of resources redistribution

Conclusions

In this paper dynamic model of the management system for software development production
processes is developed. This system takes into account the uncertainty of a number of parameters of
executives and works, supervisor interference and resources redistribution between the tasks as well as
risky events that may occur in the course of work. The system also makes it possible to increase accu-
racy and validity of the works completion time prediction.
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